
 

4321 

 

Abstract 
 

Pose invariant facial emotion classification is important 

for situation analysis and for automated video annotation. 

We started from the raw 2D shape data of the CK+ 

database and used a simple Procrustes transformation and 

the multi-class SVM leave-one-out method for 

classification. We found close to 100% performance 

demonstrating the potentials of shape based methods. We 

applied a 3D constrained local model (CLM) and 

generated a 3D emotionally modulated database with 

different poses using FaceGen. We fitted 3D CLM and used 

it in an iterative manner to exclude the potentially occluded 

landmarks. We transformed the 3D shape to frontal pose 

and evaluated the outputs of our classifier. Excellent pose 

invariant performance with considerable improvement 

over the non-iterative method was achieved. 

1. Introduction 

In the last decade many approaches have been proposed 

for automatic facial expression recognition. We are 

experiencing a breakthrough in this field due to the 

availability of high quality marked databases, like the 

Cohn-Kanade Extended Facial Expression Database  

(CK+) [4] and the advance of learning algorithms, most 

notably the advance of constrained local models (CLM) 

[2,6]. Recently, very good results have been achieved by 

means of textural information [5], while shape of the face 

extracted by active appearance models (AAM) showed 

relatively poor performance.   

Line drawings, however, can express facial expressions 

very well, so shape information should also be a good 

descriptor of emotions. Shape – as opposed to texture – is 

attractive since it should be robust against light conditions 

and pose variations.  

Using precise shape information of frontal views and 

applying the Procrustes method, we found close to 100% 

performance on the CK+ database. Our main results are that 

(i) 2D shape information gives close to 100% performance 

and (ii) 3D CLM based iterative facial expression 

recognition compensates for pose variations robustly with 

excellent performance on an artificial database .  

2. Experimental Results 

2.1. Procrustes for frontal views 

We used the Cohn-Kanade Extended Facial Expression 

Database (CK+) [4] with the original 68 CK+ landmarks, 

calculated the mean shape and normalized all shapes by 

minimizing the Procrustes distance to it. We trained a 

multi-class SVM [1] using the leave-one-subject-out cross 

validation method. Results of Table 1 show that shape is an 

excellent gauge if information is precise in 2D. 

 

 
 An. Co. Di. Fe. Ha. Sa. Su. 

Anger 93.4 2.2 4.4 0 0 0 0 
Contempt 0 94.4 0 0 0 5.6 0 
Disgust 0 0 100 0 0 0 0 
Fear 0 0 0 92 8 0 0 
Happy 0 1. 5 0 0 98.5 0 0 
Sadness 0 3.6 0 0 0 96.4 0 
Surprise 0 2.6 0 0 0 0 97.4 

 
Table 1: Confusion matrix for the Procrustes method shown in a 

figure (upper) and in a table (lower) for the 118 subjects of the 

CK+ database.   

2.2. Algorithmic design for 3D 

We generated an artificial database with FaceGen [3]. 

 

First algorithm. We fitted 3D CLM to faces of artificial 

database. We rotated the shape to frontal pose, projected it 

to 2D and used a 2D classifier trained for FaceGen. 

 

Second algorithm. We dropped unstable marker points of 

the profile and then fitted the 3D CLM. We determined the 

approximate pose, identified and dropped the occluded 

marker points, fitted CLM, rotated the shape to the frontal 

pose, projected it to 2D and used the 2D classifier. 
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Fig. 1: Decision probabilities as a function of yaw angle for different FaceGen emotions with a multi-class SVM classifier. 

Left: (1) estimate pose with CLM, (2) rotate to frontal pose, (3) project to 2D, (4) decide. Right: (1)  drop profile markers, (2) estimate 

pose with CLM, (3) drop (potentially) occluded markers, (4) re-estimate shape and pose with CLM, (4) rotate to frontal pose, (5) fill-in 

missing markers with PCA, (6) project to 2D, (7) decide. Top: happy, middle: sad, bottom: surprise. 

3. Results and discussion 

In the experiment we used FaceGen generated database 

and developed a new classifier. Results were somewhat 

better than those shown in Table 1. We note that 1. 

FaceGen and CK+ expressions differ; FaceGen expressions 

are moderate, 2. at around 24 degrees of yaw angle, CLM 

switched to a model trained for the half of the face (Fig. 1). 

Results show that some of the facial expressions are 

robust against yaw angle variations up to about 20 degrees 

without and up to 40-44 degrees with removal of pose 

estimated exclusion of occluded landmarks. Switch of the 

model also improves results (not shown). Further 

improvements are expected when shape and texture are 

combined or for higher precision CLM models. 
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